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Abstract— End-to-end autonomous driving focuses on train-
ing neural networks to directly output low-level control sig-
nals, reducing the need for intermediate environment labels.
However, a significant challenge lies in ensuring these models
generalize across diverse environments without requiring vast
amounts of real-world driving data. Vehicle simulation like
CARLA offers a cost-effective solution, generating large-scale,
diverse datasets that include edge-case driving scenarios. Yet,
transferring models trained in simulation to real-world envi-
ronments remains difficult due to the gap between simulated
and real-world data. This paper addresses that challenge,
demonstrating that the Transformer architecture facilitates
domain knowledge transfer from simulation to reality with
minimal real-world data requirements. We use obstacle avoid-
ance, a critical case in urban driving, to validate our approach.
Collecting real-world driving data for all possible obstacle types
is costly and impractical. To address this, we first pre-train
a FastViT model on a large-scale, domain-randomized dataset
generated in the CARLA simulator. We then fine-tune the model
using a small, real-world obstacle avoidance dataset with limited
obstacle types, freezing the pre-trained self-attention layers to
aid in domain adaptation. Our real-world experiments show
that the fine-tuned model successfully avoids unseen obstacle
types that were not present in the real-world training dataset.
Moreover, the pre-trained model demonstrates a significant
boost in generalization compared to FastViT models without
pre-training. Baseline models, such as ResNet and EfficientNet,
even with pre-training, fail to generalize effectively, underscor-
ing the importance of the Transformer architecture. These
results confirm that pre-training a Transformer model in a
simulation environment is crucial for successful domain knowl-
edge transfer, enhancing the model’s real-world performance
in autonomous driving tasks.

I. INTRODUCTION

Traditional autonomous driving follows a modular design,
breaking down the task into components such as perception,
prediction, planning, and control, where each module is
trained separately using intermediate labels from the envi-
ronment (e.g., lanes, traffic lights) or other vehicles (e.g.,
position, speed). In contrast, end-to-end autonomous driving
uses a data-driven approach, training a neural network that
takes sensor input and directly generates low-level trajecto-
ries or control signals from expert demonstrations, thereby
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removing the need for intermediate labels. Recently, end-to-
end autonomous driving in simulators has achieved impres-
sive results [1], [2], [3], as simulated environments can easily
generate vast amounts of high-fidelity driving data, which
are essential for data-intensive deep learning training tasks.
However, challenges persist in real-world driving scenarios,
where the scarcity of massive, high-quality datasets hinders
the generalization of end-to-end models to complex road
conditions, especially in unseen environments [4]. Domain
adaptation aims to solve this by transferring driving knowl-
edge across different domains, such as from simulation to
reality. Unfortunately, directly transferring a driving policy
from simulation to the real world is not feasible [5]. Most
studies [6], [7], [8] on domain adaptation focus on translating
domain-specific data or using deep learning methods to
identify domain-invariant features within real-world object
embeddings. These approaches, however, often involve in-
tricate modeling of specific target domains, limiting their
generalizability.

The Transformer architecture [9] has been adopted to
address the generalization challenges. When trained on large-
scale datasets from different domains, Transformers excel in
generalizing across multiple datasets [10]. This creates new
possibilities for domain adaptation in end-to-end autonomous
driving. By pre-training on large-scale simulation datasets,
Transformers can transfer knowledge from simulated envi-
ronments to real-world scenarios.

In this paper, we demonstrate that pre-training Vision
Transformers on large-scale simulation datasets with domain
randomization [11] improves the model’s ability to general-
ize in real-world end-to-end autonomous driving. Our focus
is on a critical safety problem in urban driving: obstacle
avoidance. In urban environments, encountering previously
unseen obstacles, such as new types of objects, is inevitable.
Human drivers can easily recognize various objects, like
stationary or moving vehicles, as well as pedestrians in
different actions (e.g., resting, walking, running). However,
unknown obstacles with different characteristics can confuse
autonomous systems. End-to-end models struggle to gener-
alize to new environmental conditions, as it is impractical
to label and train models for every possible obstacle [12].
Simulation environments help overcome this challenge by
generating diverse and extensive datasets that cover a wide
range of scenarios and obstacles.

We collect datasets using the open simulator CARLA [13],
applying domain randomization to variables like town maps,
obstacle types, and weather conditions. We use the FastViT
model [14], a variant of (Vision Transformer) ViT [10]
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Fig. 1. Pretraining-finetuning on the vision transformer transfers the domain
knowledge from simulation to reality.

optimized for speed, which runs efficiently on embedded
platforms. FastViT uses a typical transformer architecture,
with self-attention layers to transfer knowledge across var-
ious domains, including natural language processing [15],
[16] and computer vision [10].

The self-attention mechanism plays a critical role in learn-
ing and transferring generic knowledge. Therefore, freezing
pre-trained self-attention layers during fine-tuning enhances
the model’s ability to transfer knowledge to different do-
mains [17]. Consequently, we apply this strategy, freezing the
self-attention layers during fine-tuning to facilitate smoother
domain knowledge transfer from the simulated environment
to the real-world driving scenario.

Figure 1 illustrates the key idea of cross-domain trans-
fer. We first pre-train the FastViT model on a large-scale
simulated dataset generated by CARLA. Then, we fine-tune
the model on a small real-world driving dataset, with the
attention layers frozen. As shown in Figure 1, while the real-
world dataset does not include examples of avoiding a trash
can, the model still guides the vehicle to avoid it, as shown
in the top left of the figure.

Experimental results show that the FastViT model trained
using the pretrain-then-finetune approach effectively trans-
fers obstacle avoidance knowledge from the simulated en-
vironment to the real world. This allows our model to
generalize to various real-world obstacle types. We com-
pared the FastViT model pre-trained on the CARLA dataset
with a model trained solely on real-world data. The pre-
trained model significantly outperformed the one trained
without pre-training. Additionally, we included baselines us-
ing ResNet [18] and EfficientNet [19] with the same pretrain-
then-finetune approach. Our results show that Transformers
are crucial for effective domain knowledge transfer.

In summary, our contributions are as follows:
• We pre-train the FastViT model on the large-scale

CARLA simulation dataset and then fine-tune it on a
small-scale real-world dataset. This approach effectively
transfers obstacle avoidance knowledge from the sim-
ulation to the real world, bridging a significantly large
domain gap.

• We compare the performance of FastViT with ResNet
and EfficientNet as baselines, demonstrating that the
Transformer architecture is crucial for effective domain
knowledge transfer from simulation to the real world.

• We evaluate FastViT’s performance with and without
pre-training on simulation data. The results show that
pre-training on large-scale simulation datasets with do-
main randomization significantly enhances the model’s
generalization ability in real-world scenarios.

II. RELATED WORKS

A. End-to-end Autonomous Driving

Training end-to-end deep neural networks for autonomous
driving presents the challenge of ensuring that models gener-
alize well to out-of-sample distribution data. To address this,
data augmentation techniques increase sensor data variety
for robust driving [20]. Additionally, image translation is
applied to balance the disparity between normal driving
samples and drift recovery samples [21], [22], [23]. Another
approach is to train the model on massive simulation data and
transfer it to the real world. For instance, Müller et al. [5]
trained a driving policy using modularity and abstraction
of real-world scenes, such as segmentation and waypoints.
However, this method differs from ours, as we rely on fine-
tuning the network to align the simulation-trained model
with real-world scenarios. In our approach, scene abstrac-
tion is learned implicitly during the pre-training and fine-
tuning process, eliminating the need for manually crafted
intermediate abstractions. Online learning algorithms, such
as DAgger [24], are also adopted to collect data that lies
outside of the expert distribution. For more complex driving
tasks, driving simulators [13], [25], [26] produce large-
scale datasets covering diverse driving scenarios. Another
key challenge for robust end-to-end autonomous driving
is ensuring that models generalize for similar types of
tasks across different domains, e.g., varying surrounding
environments, sensor characteristics, and task configuration.
Several studies have been conducted for unseen road object
detection and avoidance [6], [27] and driving in unseen
weather conditions [28].

B. Domain Randomization

Domain Randomization is well-known as an effective
approach to domain adaptation [11], [29], specifically, for
transferring models trained in simulated environments to
real-world driving tasks. This technique has been success-
fully applied in various areas, including obstacle detection
in robotics [30]. For end-to-end autonomous driving, do-
main randomization has been shown to improve real-world
trajectory planning to avoid collisions as demonstrated by
the ROADS [12]. Combined with reinforcement learning,
domain randomization further facilitates simulation-to-reality
transfer [31].

C. Transformer and Variants

The Transformer architecture [9] has demonstrated re-
markable potential across various fields, including Natural



Language Processing, Computer Vision, and Reinforcement
Learning. In computer vision, ViT [10] achieved state-of-
the-art results in the ImageNet challenge, showcasing the
effectiveness of training Transformers on large-scale datasets
for generalization across multiple image recognition tasks.
In end-to-end autonomous driving, ViT has been utilized to
predict steering angles and throttle values or future way-
points [32], while more advanced transformer architectures
incorporating self-attention mechanisms have been adopted
in end-to-end driving systems [3], [1], [2]. However, the
quadratic time complexity of self-attention poses challenges
for real-time, closed-loop inference in autonomous vehicles.
To address these limitations, researchers such as Trockman et
al. and Guo et al. have combined Transformers with Convo-
lutional Neural Networks (CNNs) to enhance performance
efficiency [33], [34]. More recently, FastViT [14], which
integrates ConvMixer [33] with Transformer, has achieved a
breakthrough in balancing performance and latency, making
it a promising architecture for real-time computer vision
tasks.

III. OUR APPROACH

In this section, we detail our approach to training an end-
to-end autonomous driving model for obstacle avoidance and
transferring it from simulation to the real world. To enable ef-
ficient sim-to-real transfer, we use a small real-world dataset
to fine-tune the model pre-trained on simulation data. This
approach significantly reduces the amount of real driving
data needed to train a complex driving model.

A. Problem Statement

The goal of the end-to-end model is to safely navigate the
vehicle in real-world traffic by effectively avoiding obstacles.
However, due to the complexity of real-world environments,
it is nearly impossible to generate test data diverse enough
to ensure the safety of driving models in all conditions [35].
This issue frequently arises in real-world driving, where
drivers encounter previously unseen obstacles. Therefore, a
model that can generalize and effectively avoid obstacles is
highly valuable.

Our goal is to train a generalizable model for monocular
vision-based obstacle avoidance in real-world environments
with various obstacle types. While camera-based models
have shown promising results [21], [36], [37], monocular
systems face significant challenges. These challenges include
generalizing to obstacle types not seen during training and
lacking 3D depth information. In our scenario, the model
generates appropriate steering and throttle commands to
guide the vehicle around obstacles, without hitting the side
barrier, or the curb of the road.

B. Dataset

To bridge the gap between simulation and the real world,
we start with a model that has been trained on a large dataset
from simulations. To improve its performance in real-world
conditions, we fine-tune the model using a smaller dataset
of real-world examples. This helps the model better handle
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Fig. 2. Sample of different obstacle types used for training and testing.

Fig. 3. Sample images in CARLA for obstacle avoidance.

the differences between simulations and actual environments.
Simulation data is popular for its low training cost, and we
use CARLA to generate the simulation dataset based on
the scenario described in Section III-A. To mitigate differ-
ences between simulation and real-world settings, we apply
domain randomization [11], which introduces variability to
help extract domain-independent knowledge. The real-world
dataset is collected by a human driver navigating obstacles
in front of the ego vehicle in random locations of an office
corridor, resembling the simulation. We limit the size and
variety of obstacle types in the real-world dataset to verify
the effectiveness of knowledge transfer from simulation.

C. Domain Randomization

1) Simulation Dataset: To ensure sufficient variation in
the simulation data, we randomly select the driving map,
weather conditions, time of day, and obstacle types for each
run of the simulated scenario. The detailed environment
settings are provided in Section IV-A.

The training dataset consists of approximately 250k front-
view images from the ego vehicle, featuring five different



obstacle types. An example of different obstacles is shown
in Figure 2. Figure 3 shows a sample scene from CARLA.

2) Real-world Dataset: In the real-world scene, we place
obstacles in front of the ego vehicle with size and position
similar to those in the simulated field of view. To introduce
randomization, obstacles are placed in varying locations
within the building.

The training dataset consists of approximately 5k images
with a single obstacle type shown in Figure 2. For closed-
loop evaluation in the real world, we use different obstacle
types to assess the model’s generalization ability. Detailed
settings for real-world data collection and evaluation are
provided in Section IV-B.

D. Model Architecture

The model utilizes, FastViT [14], a Transformer-based
image encoding backbone and a decoder with fully con-
nected layers for predicting steering and throttle. The image
processing backbone acts as the “eyes and brain” of the
autonomous system, enabling it to perceive the environment,
identify objects, recognize signs, and make real-time deci-
sions. Advances in deep learning and neural networks have
transformed image processing, allowing vehicles to learn
and adapt to dynamic road conditions. Figure 4 provides an
overview of the model architecture.

1) FastViT Backbone: The ViT model [10] has demon-
strated exceptional performance in generalizing and transfer-
ring across multiple tasks on large image datasets. However,
due to its O(N2) time complexity for self-attention, where
N represents the number of image patches, ViT becomes
impractical for real-time inference on embedded systems
compared to CNN models. To address this, we adopted
FastViT, a hybrid model that combines the strengths of CNNs
and Transformers, reducing memory access requirements and
ensuring real-time inference on embedded platforms. FastViT
achieves this by reparameterizing skip connections, replacing
dense convolutions with linear train-time overparameteriza-
tion, and computing self-attention token mixers using large-
kernel convolutions for enhanced efficiency.

2) Steering Angle Prediction: To facilitate the transfer
from the simulation environment to the real world, we use a
multilayer perceptron to directly predict low-level hardware
control signals–specifically, steering and throttle values. The
steering value is normalized to the range [−1, 1], while the
throttle is normalized to [0, 1]. Compared to other low-level
control signals, such as waypoints, this approach requires
less tuning of domain-specific parameters.

E. Performance Metric

The loss function used for model training is the mean
squared error between the predicted and ground truth values
for both steering and throttle signals.

Loss =
1

n

n∑
i=1

(ys − ŷs)
2 + (yt − ŷt)

2,

where ys and ŷs are actual and predicted steering angles, yt
and ŷt are real and predicted throttles and n is the batch size.

We evaluate the model through closed-loop experiments
in the real world, measuring the success rate by calculating
the percentage of successful obstacle bypasses out of all
attempts.

F. Training Procedure

We employ pre-training and fine-tuning in model training,
a widely adopted approach for transformer-based models in
both natural language processing [15], [16] and computer
vision [10]. Fine-tuning helps align the model from the sim-
ulation environment to real-world scenarios, adjusting factors
such as steering and throttle scales, while preserving the
image and scene understanding capabilities learned during
simulation.

1) Pre-training: By pre-training the FastViT model on the
CARLA dataset with domain randomization across various
obstacle types, the model becomes more adaptive at detecting
and avoiding multiple obstacle types. We use Adam [38]
as the optimizer, training the model for 100 epochs with
a learning rate of 10−4. After pre-training, we assess the
model’s performance in the CARLA simulator to determine
the optimal epoch for the fine-tuning phase.

a) Fine-tuning: After pre-training the transformer on
the large-scale CARLA dataset with domain randomization,
we fine-tune the model on a small real-world dataset con-
taining only one obstacle type. Our goal is to determine
whether the model can generalize to new obstacle types
without additional training on specific real-world obstacles.
To maintain the model’s ability to perceive the environment
and identify objects, we apply the strategy from [17] by
freezing the self-attention layers, which is crucial for learning
generic knowledge and facilitating effective cross-domain
transfer. We use the Adam optimizer with a batch size of 64,
a learning rate of 10−4, and train the model for 5 epochs.

IV. EXPERIMENTS

We conducted two sets of experiments to study the
effectiveness of pre-training and the FastViT model. We
use the CNN-based models, EfficientNetB4 and ResNet23,
as the baseline. In the first experiment, all models were
pre-trained using the CARLA dataset, and then fine-tuned
on a real-world dataset to evaluate its capability for
real-world adaptation. We labeled the pre-trained models
with postfix PT (pre-training), i.e., FastViT+PT, Efficient-
NetB4+PT, and ResNet34+PT. In the second experiment,
models were trained directly on the real-world dataset
without pre-training, labeled with postfix NOPT (no pre-
training), i.e., FastViT+NOPT, EfficientNetB4+NOPT, and
ResNet34+NOPT.

A. CARLA Simulator Settings

To ensure sufficient domain randomization during data
collection, we randomly selected the following configuration
in each simulation run. The identifiers below are pre-defined
labels in the CARLA simulator.
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Fig. 5. An obstacle from the training obstacle set is set seven feet from
the vehicle.

• Map: Town01 to Town06;
• Weather: Clear, Cloudy, Wet, WetCloudy;
• Time: Sunset, Morning, Noon;
• Obstacles: transhcan01 to transhcan05.
For the closed-loop evaluation, we use the same random-

ization configuration for Map, Weather, and Time. For obsta-
cles, the training obstacle set consists of the same obstacles
as mentioned above, and the testing obstacle set includes
all supported obstacle types other than the training set. This
setup evaluates the model’s ability to generalize to unseen
obstacles under the same environmental configurations.

B. Real-world Settings

In the real-world environments, we designed a custom self-
driving vehicle using a Traxxas radio-controlled racecar as
the chassis and an iPhone as the camera and model inference
device. For each trial, to replicate the simulator’s view, the
vehicle is placed seven feet from the obstacle, as shown in
Figure 5.

We use traffic cones as the training obstacle set, and
trash bins and large containers as the testing obstacle set
to simulate diverse real-world obstacles that differ in size
and appearance. The training dataset was collected in the
corridor of the office building, with the cones placed at
random locations. To evaluate the performance of the model,
the vehicle operated in a closed-loop in real-world obstacle
avoidance scenarios on both training and testing obstacle sets
at 17 locations. Each location featured a unique combination
of background, surrounding objects, and lighting conditions.
A successful run was defined as the ego vehicle goes around
the obstable without collision or getting blocked.

C. Model Hyperparameter Configurations

To meet the needs for steering wheel prediction and
inference in our mobile embedded systems, we modified the
FastViT backbone hyperparameter settings. Specifically, our
FastViT model contains four stages, incorporating the Rep-
Mixer block in the first three stages and self-attention block
in the last stage. The number of layers in each stage is 4,
4, 12, and 4, respectively. The number of output features for
each stage is 48, 96, 192, and 384, respectively. Under this
setting, the total number of parameters in FastViT is 29M,
which is comparable to ResNet34 (23M) and EfficientNetB4
(22M).

D. Performance and Analysis

Table I shows the results of the close-loop experiment
in real-world scenarios. Among the pre-trained models,
FastViT+PT performed the best on unseen obstacles types.
This confirms FastViT’s ability in sim-to-real transfer. It also
demonstrates that FastViT+PT generalized better to out-of-
distribution data than ResNet18+PT and EfficientNet+PT.

TABLE I
COMPARISON OF MODELS AND TRAINING APPROACHES.

Model Success Rate (%)

Train Test

FastViT+PT 88 79
ResNet34+PT 56 26

EfficientNetB4+PT 74 25

FastViT+NOPT 74 29
ResNet34+NOPT 91 29

EfficientNetB4+NOPT 97 9
⋆all values are rounded into decimal place.

The FastViT+PT experienced fewer collisions on the test-
ing obstacle set compared to models without pre-training.
It highlights the importance of CARLA pre-training for
generalizing to new obstacle types. Training only on real-
world obstacle avoidance led to failures in most scenarios.
This can be attributed to: the model’s limited ability to
generalize its behavior across diverse driving environments
and unseen obstacle types.
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The performance of the CARLA pre-trained model in-
dicates the effectiveness of pre-training in minimizing the
dependency on real driving data and the model’s ability
to transfer. While collecting real-world obstacle data is
expensive and tedious, pre-training a model on enormous and
automatically collected simulated data expedites the process
and reduces the cost of obtaining the best-performing model
on the self-driving task.

E. Visualization
In this section, we visualize the self-attention layer of the

FastViT+PT model. We compute the regions where the last
self-attention layer assigns the most weight for an image
from the training dataset, an image with an out-of-sample
obstacle type, and an image without obstacles. As shown in
Figure 6, for the training image, our attention mechanism
prioritizes the empty space, indicating that it focuses on
the critical regions of the road. In the testing image, the
model generalizes to the unseen obstacle types by similarly
prioritizing the empty space on the road.

F. Ablation Study
In this section, we explored four variants of FastViT by

scaling the number of output features in four stages from (48,
96, 192, 384) to (64, 128, 256, 512) and adjusting the number
of layers in four stages from (2, 2, 4, 2) to (4, 4, 12, 4).
We name the model as FastViT/#(feature size)/#(total layers)
to reflect the configuration. The models were evaluated
in a closed-loop driving simulator, where an episode was
considered successful if the vehicle avoided the obstacle and
reacheed the end-waypoint without collision. We ran 500
tests for each model and calculated the successful rate of
obstacles avoidance.

Table II shows the results of the evaluation in CARLA.
The simulation result suggests that increasing the number of
layers in the FastViT model increases the success rate by
approximately 3%, while increasing the number of features
does not significantly improve performance. FastViT/384/24
achieved the best performance on the testing obstacle sets
and was selected for fine-tuning and evaluation in real-world
experiments.

TABLE II
FASTVIT CARLA EVALUATION RESULTS

Model Success Rate (%)

Train Test

FastViT/384/10 80.8 76.2
FastViT/384/24 86.1 79.8
FastViT/512/10 90.7 74.8
FastViT/512/24 86.5 78.3

ResNet34 39.3 13.5
EfficientNetB4 67.0 51.6
⋆all values are rounded into first
decimal place.

V. CONCLUSIONS

The simulation environment is crucial for end-to-end
autonomous driving due to its low cost and the ease of
collecting high-quality data, particularly for rare-case scenar-
ios. While simulators have demonstrated impressive results
in autonomous driving models, transferring these models
directly to real-world scenarios is hindered by the “reality
gap” between the simulated and real environments.

In this work, we evaluate the domain adaptation of our
Transformer-based model for end-to-end autonomous driving
from simulation to real-world scenarios. We pre-train a
FastViT model on a large-scale dataset collected in the
CARLA driving simulator, using domain randomization, and
then fine-tune it with a small real-world obstacle avoid-
ance dataset. The fine-tuning process helps align the model
from the simulation environment to real-world scenarios,
adjusting factors such as steering and throttle scales while
preserving the image and scene understanding capabilities
learned during simulation. Our real-world experiments show
that the model effectively transfers domain knowledge from
simulation to real-world driving, successfully generalizing to
avoid previously unseen obstacles. We compare our approach
with a version of FastViT that was not pre-trained on the
CARLA dataset, demonstrating that pre-training is key to the
model’s generalization capabilities. Additionally, we bench-
mark FastViT against ResNet and EfficientNet, confirming
that FastViT is essential for successful domain knowledge
transfer.

Our results suggest that pre-training on large-scale datasets
with domain randomization facilitates the effective trans-
fer of knowledge from simulation to reality. Furthermore,
the Transformer architecture exhibits superior transferability
across domains compared to CNNs, making our approach
promising for tackling complex urban driving scenarios in
fully autonomous driving systems.
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